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[1] Heterogeneities of diffusion properties are likely to influence the effective matrix
diffusion coefficient determined from tracer breakthrough curves. The objectives of this
study are (1) to examine if it is appropriate to use a single, effective matrix diffusion
coefficient to predict breakthrough curves in a fractured formation, (2) to examine if a
postulated scale dependence of the effective matrix diffusion coefficient is caused by
heterogeneity in diffusion properties, and (3) to examine whether multirate diffusion
results in the previously observed time dependence of the effective matrix diffusion
coefficient. The results show that the use of a single effective matrix diffusion coefficient
is appropriate only if the interchannel and intrachannel variability of diffusion
properties is small. The scale dependence of the effective matrix diffusion coefficient is
not caused by the studied types of heterogeneity. Finally, the multirate diffusion process
does not result in the time dependence of the effective matrix diffusion coefficient.
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1. Introduction

[2] It is well recognized that matrix diffusion can signif-
icantly retard solute transport in fractured rock. Understand-
ing the diffusion of contaminants from fractures into the
matrix is essential for predicting the arrival time, maximum
contaminant concentration, and the tail of a breakthrough
curve (BTC) at a given location. The effective matrix
diffusion coefficient, defined as the molecular diffusion
coefficient in free water multiplied by matrix tortuosity, is
a key parameter in determining matrix diffusion processes.
Recent studies have found that effective matrix diffusion
coefficients obtained from field-scale tracer tests are signif-
icantly larger than those from laboratory measurements
[Andersson et al., 2004; Liu et al., 2004a, 2003, 2004b;
Neretnieks, 2002; Shapiro, 2001; Zhou et al., 2005]. By
compiling effective matrix diffusion values observed from
different test sites, Liu et al. [2004a] and Zhou et al. [2005]
reported that the effective matrix diffusion coefficient may
be scale dependent and increase with testing scale. How-
ever, the mechanisms behind this potential scale depen-
dence are presently not clear.
[3] Water flow and solute transport processes in frac-

tured rock are complicated by heterogeneities at different
scales and the complex geometry of fracture networks.
Although different conceptual models for flow and trans-
port in fractured rock exist, many studies indicate that the
flow pattern is mainly characterized by discrete flow
channels [Neretnieks, 2002; Tsang and Neretnieks, 1998].
Fluids in different channels are not very well mixed (at
least in a typical field test), except at the influent and

effluent points, where the mixing of different channels is
induced by pumping [Neretnieks, 2002]. Different channels
having different flow and transport properties induces
heterogeneity that impacts contaminant migration. In this
study we refer to this kind of heterogeneity as interchannel
heterogeneity.
[4] Matrix diffusion processes in fractured rock are

conceptually similar to mass transfer processes between
‘‘mobile’’ and ‘‘immobile’’ zones in porous media. The
conceptual model of mobile/immobile zones was proposed
by Dean [1963] and later extended by van Genuchten and
Wierenga [1976]. In this model, the liquid phase in porous
media is partitioned into mobile and immobile zones. When
the mass transfer is caused purely by molecular diffusion,
this mass transfer rate coefficient is conceptually similar to
(and thus can be converted to) the effective matrix diffusion
coefficient in fractured rock.
[5] There exists an improved version of the mobile/

immobile zone model, called the multirate diffusion model
[Haggerty and Gorelick, 1995, 1998; van Genuchten et al.,
1984]. As a result of heterogeneity at the pore scale, which
we refer to as intrachannel heterogeneity, the mass transfer
coefficient in the multirate diffusion model is modeled by a
distribution of rate coefficients, rather than by a single
value. Haggerty and Gorelick [1995] demonstrated that a
multirate mass transfer model simultaneously represents
various mass transfer processes in a porous medium, and
the rate models of mass transfer are mathematically
equivalent to the diffusion models of mass transfer. The
two most often used distributions of diffusion rate coeffi-
cients are the gamma distribution and the lognormal distri-
bution. Haggerty and Gorelick [1998] investigated different
distribution functions and concluded that their experimental
data were well represented when using a lognormal distri-
bution of diffusion rate coefficients.
[6] Recently, Haggerty et al. [2004] compiled a large

number of first-order mass transfer rate coefficients

1Earth Sciences Division, Lawrence Berkeley National Laboratory,
University of California, Berkeley, California, USA.

This paper is not subject to U.S. copyright.
Published in 2006 by the American Geophysical Union.

W04405

WATER RESOURCES RESEARCH, VOL. 42, W04405, doi:10.1029/2005WR004513, 2006

1 of 8



estimated from test results. They found that the estimated
rate coefficient depends on the test duration (texp) and is
correlated to the advection residence time (tw = L=v, where
L is the distance from the injection to the effluent point,
and v is the average pore water velocity). A larger mass
transfer rate coefficient corresponds to a smaller texp or
tw. One of the possible explanations for the time depen-
dence (given by Haggerty et al. [2004]) is that some
tests were analyzed using a single-rate diffusion model
even though the system exhibited multiple timescales for
mass transfer.
[7] Note that multirate diffusion processes have recently

been used also for the analysis of tracer transport in
fractured rock [Haggerty et al., 2004]. In contrast to the
observations of Haggerty et al. [2004], Zhou et al. [2005]
did not find a correlation between test duration and the
estimated effective matrix diffusion coefficient for a number
of fractured rock sites. Therefore the question arises whether
the dependence on test duration for porous media observed
by Haggerty et al. [2004] also holds for fractured rocks with
multiple timescales of mass transfer.
[8] In this paper, we focus on the effects of two types

of heterogeneity in diffusion properties (i.e., the inter-
channel heterogeneity, heterogeneity between individual
flow channels, and the intrachannel heterogeneity, hetero-
geneity within an individual flow channel) on the effec-
tive matrix diffusion coefficient for fractured rock. More
specifically, our goals are (1) to examine if it is appro-
priate to use a single effective matrix diffusion coefficient
in a standard solution to solute transport to predict BTCs
in a fractured formation, and how this effective value is
related to the degree of variability of the matrix diffusion
coefficient, (2) to examine if the effective matrix diffusion
coefficient changes with scale, which would indicate that
the observed scale dependence of the effective matrix
diffusion coefficient is caused by heterogeneity in diffu-
sion properties, and (3) to examine whether the multirate
diffusion process results in the observed time dependence
of the effective matrix diffusion coefficient.
[9] The effects of hydrodynamic dispersion are excluded

from this study, because the interplay between matrix
diffusion and dispersion within the fracture network makes
the interpretation of numerical and experimental results
difficult and ambiguous. Retardation due to sorption is also
ignored in order to be able to separate and identify the
effects of matrix diffusion heterogeneity on BTCs in frac-

tured rock. However, in a real system, both dispersion and
sorption may be important and should be considered.

2. Problem Setup

[10] A simple fracture system, illustrated in Figure 1, is
used in this study. The system consists of a fracture oriented
in the x direction, embedded in matrix rock. Figure 1a
shows a cross-sectional view of the fracture in the x-z plane,
and Figure 1b shows the y-z plane. Flow is one-dimensional
in the x direction. The fracture aperture is denoted as b, and
a unit length is taken in the y direction. Water is assumed to
flow along the fracture with a constant velocity. Tracer is
applied using a Dirac input function, i.e., a contaminant of
mass M0 is instantaneously released at location x = 0 and
time t = 0, so the concentration at x = 0 is:

c0 ¼
M0

bv
d 0ð Þ ð1Þ

where v is the flow velocity and d(t) is the Dirac delta
function. While most of the contaminant is advectively
transported in the fracture, some contaminant mass is
transferred from the fracture into the matrix by molecular
diffusion. In our numerical experiments, we assume a
negligible hydrodynamic dispersion (local dispersion) in the
fracture and use a conservative tracer. We also assume
complete mixing across the fracture aperture. Matrix
porosity is 0.15, fracture aperture is 4.0 � 10�5 m, flow
velocity is 2.5 � 10�3 m/s, and a unit contaminant mass of
1g and a unit width of fracture of 1m are taken for our
calculation. For a single-fracture system, we assume the
matrix block size is larger than the diffusion penetration
depth (which is on the order of 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Dmtexp

p
, where Dm is the

matrix diffusion coefficient). This estimate needs to be
adjusted for different fracture network geometries (e.g., the
applicable matrix block size is twice as large in a parallel-
fracture system). The assumption of an essentially infinite
diffusion capacity on the timescale of interest enables us to
ignore the impact of a finite matrix block size.
[11] On the basis of these assumptions, the solution to the

transport equation subject to the above Dirac input injection
is given by Tang et al. [1981]:

c x; tð Þ ¼ M0k

bv
ffiffiffi
p

p
t � twð Þ3=2

exp � k2

t � tw

� �
; t > tw ð2Þ

where: c(x, t) is the contaminant concentration at location x
and time t; tw = L=v is the residence time, where L is the
distance between the contaminant release point and location

x; and k =
fm

ffiffiffiffiffiffiffi
Dm

p
tw

b
, where fm is the matrix porosity.

3. Interchannel Heterogeneity

[12] Flow and transport processes in fractured rock occur
along individual flow channels within a fracture network
[Neretnieks, 2002]. As mentioned above, interchannel het-
erogeneity results from different flow channels having
different flow and transport properties. In this study, we
use a simplified conceptual flow model to investigate the
effects of interchannel heterogeneity on diffusive properties.
Specifically, we consider a simplified multichannel system,

Figure 1. Schematic of a single fracture system
[Yamashita and Kimura, 1990].
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in which each flow channel has uniform properties and does
not mix with any other channels except at influent and
effluent points. These channels have the same length, width,
fracture aperture, and other properties, but different matrix
diffusion coefficients.
[13] Haggerty et al. [2001] suggested that the distribution

of diffusion rate coefficients may be defined in any appro-
priate manner. Most commonly, diffusion rate coefficients
are characterized by a statistical distribution. For interchan-
nel heterogeneity, we investigate two kinds of distributions
for matrix diffusion coefficient. First, we assume a distri-
bution that allows us to derive an analytical solution at the
effluent point, given the solution for a single-channel flow
system. Then we compare the form of the analytical
solution with the single-channel model to see whether
specifying a single effective matrix diffusion coefficient
is appropriate to capture transport and matrix diffusion
when interchannel heterogeneity exists. Even though the
assumption of this distribution may not be physically
justified, we nevertheless can obtain some insights from
the corresponding analytical solution. Secondly, we use a
lognormal distribution, as suggested by Haggerty et al.
[2001]. A numerical experiment is performed to examine
the existence and appropriateness of using a single effective
matrix diffusion coefficient.
[14] For the first analysis, we define a =

k

tw
=
fm

ffiffiffiffiffiffiffi
Dm

p

b
(see

equation (2)), and assume a follows a normal distribution
(which is equivalent to

ffiffiffiffiffiffiffi
Dm

p
having a normal distribution,

since fm and b are considered constant). When t > tw we can
rewrite equation (2) as

c x; tð Þ ¼ M0twa

bv
ffiffiffi
p

p
t � twð Þ3=2

exp � t2wa
2

t � tw

� �
ð3Þ

[15] The probability density function for a is given by

f að Þ ¼ 1

s
ffiffiffiffiffiffi
2p

p exp � a� að Þ2

2s2

" #
ð4Þ

where s is the standard deviation of a, and a is the
arithmetic mean of a. So the average concentration at the
effluent point is

c x; tð Þ ¼ M0tw

bv
ffiffiffi
p

p
t � twð Þ3=2

Zþ1

�1

a

s
ffiffiffiffiffiffi
2p

p exp � t2wa
2

t � tw
� a� að Þ2

2s2

" #
da

¼ M0twa

bv
ffiffiffi
p

p
t � tw þ 2t2ws2
� 	3=2

exp � t2wa
2

t � tw þ 2t2ws2


 �
ð5Þ

Let Tw = tw � 2tw
2s2. Inserting Tw into equation (5) yields

c x; tð Þ ¼
M0

Tw
1 � 2tws2

a

bv
ffiffiffi
p

p
t � Twð Þ3=2

exp �
Tw

1 � 2tws2

� 
2

a2

t � Tw

2
64

3
75 ð6Þ

Comparing equations (3) and (6), we can conclude that
unless (1) the standard deviation is very small, and (2) tw is
very small (which means advection dominates and the
effects of diffusion can be ignored), a single effective matrix

diffusion coefficient is unlikely to exist for the analytical
solution given by equation (3).
[16] This analysis assumed that the square root of the

matrix diffusion coefficient is normally distributed. This
assumption implies that negative values of

ffiffiffiffiffiffiffi
Dm

p
are

allowed, which is physically not possible. Consequently,
it may be more reasonable to assume a lognormal distribu-
tion for the matrix diffusion coefficient (for details, see
Haggerty et al. [2001]). In the second analysis, we use a
Monte Carlo method, in which the matrix diffusion coeffi-
cient for each channel is sampled from a lognormal distri-
bution. Then the BTC for each channel is calculated and an
average BTC is obtained. This is an alternative method to
numerically integrating equation (3) over the distribution of
matrix diffusion coefficient. Sampling the distribution by
the Latin hypercube method is conceptually similar to
discretizing the distribution during numerical integration
of equation (3). An effective matrix diffusion coefficient is
determined by fitting the BTC calculated using equation (2)
to this average BTC, assuming complete mixing at the
effluent point. This step is conducted using iTOUGH2-
TRAT [Zhou, 2005]. The iTOUGH2-TRAT program was
developed to calibrate transport parameters using BTCs
observed in field (or laboratory) tracer tests. It is based on
iTOUGH2, a program using inverse modeling for parameter
estimation and uncertainty analysis [Finsterle, 1999]. Six
analytical models for tracer transport with different flow
configurations and boundary conditions are implemented in
iTOUGH2-TRAT. For our calibration purpose, we use the
analytical solution for a single fracture embedded in a
porous rock without dispersion as given by Tang et al.
[1981] (see also equation (2)).
[17] In the numerical experiment we use a mean of –12

for ln (Dm), where Dm has units of m2/h, corresponding to a
geometric mean of Dm of 1.71 � 10�9 m2/s. For the base
case, we assume a standard deviation for ln (Dm) of 0.598,
which yields an arithmetic mean for Dm of 2.04� 10�9 m2/s
(these values and the matrix porosity are taken from Fleming
and Haggerty [2001]. These relatively large values come
from the vuggy porosity). Three effluent points at L = 5 m,
50 m, and 500 m are used in the numerical experiment.
[18] The calibrated effective matrix diffusion coefficient

is 1.58 � 10�9 m2/s for all three effluent points. The
sampling of the matrix diffusion coefficient for a given
distribution is performed using Latin Hypercube sampling
(LHS) [McKay et al., 1979; Iman and Conover, 1982], a
method that is more efficient than the traditional Monte
Carlo method. In this method, the probability distribution
curve for a variable is divided into NLHS intervals of equal
probability, where NLHS is equal to the total number of
realizations being generated. Then, a realization is sampled
from each interval.
[19] A total of 10 channels are used in the analysis.

Increasing the number of channels does not change the
estimated matrix diffusion coefficient significantly (e.g., for
the base case, the calibrated value changes only slightly to
1.575 � 10�9 m2/s for 50,000 channels); 10 channels are
therefore considered reasonable.
[20] In Figure 2a we plot both the average BTC from all

channels and the BTC from equation (2) using the calibrated
effective matrix diffusion coefficient for the effluent point
at L = 5. For a standard deviation of 0.598, the calibrated
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curve does not fit the peak well, whereas the tail is very
well reproduced. The root mean square error (defined as

RMSE =
hX

m
r2/(m � n)

i1
2

, where r is the residual at each

calibration point, m = 200 is the total number of calibration
points, and n = 1 is the number of estimated parameters) is
1.81, which is approximately 8% of the peak and 20% of
the average concentration values (integration of concentra-
tion over time divided by time on the BTC). Whether such
an average fitting error (RMSE = 1.81) is acceptable
depends on the prediction accuracy required by the specific
application.
[21] The question arises whether the log concentrations

should be analyzed and whether sampling should occur
equally or logarithmically spaced in time. These choices
affect the relative weighting of early breakthrough, peak
values, or small concentrations in the tail of the BTC. We
chose to perform the analysis in regular rather than loga-
rithmic space. Taking the logarithm of concentration not
only down weighs the peak concentration, but may also put
undue weight on very small concentrations at early and very
late times, causing difficulties during the inversion and
potentially biasing the estimates. To illustrate this effect,
we show the same case with the analysis done on double-log
axes. The results are plotted both on regular axes (Figure 3a)
and double-log axes (Figure 3b). For the comparison we
also plot the fitting curves using regular-space-calibrated Dm

on double-log axes as shown in Figure 2b. Comparison of
Figures 2 and 3 indicates that fitting Dm in regular space
yields better predictions of both the peak concentration and

the tail. The calibration of log-log data obviously leads to a
bias in the estimated parameters. We therefore consider the
regular axes analysis to be more appropriate. Figures 2b
and 3b also illustrate the sensitivity of the BTCs to changes
in the matrix diffusion coefficient (Dm = 1.58 � 10�9 m2/s
and 8.87 � 10�10 m2/s, respectively).
[22] The analysis was repeated for standard deviations of

0.3 and 0.8. A good fit is achieved and acceptable for a
standard deviation of 0.3, but not for 0.8. When the standard
deviation is 0.3, the differences between the calibrated
effective matrix diffusion coefficients evaluated at the three
effluent points are insignificant, i.e., no scale dependence is
observed. Therefore, for a standard deviation on the order of
0.3, an effective matrix diffusion coefficient can be found
and used to estimate the entire BTC. Moreover, when
ln(Dm) has a standard deviation on the order of 0.6, an
effective matrix diffusion coefficient may be found and used
to estimate the tail of the BTC. However, if the peak of the
BTC is very important, this single effective value cannot be
used. When the standard deviation of ln(Dm) is small and
the single effective matrix diffusion coefficient can be
estimated, no scale dependence of matrix diffusion coeffi-
cients caused by small interchannel heterogeneity can be
observed.

4. Intrachannel Heterogeneity

[23] In addition to interchannel heterogeneity, variability
in diffusive mass transfer properties within a flow channel
also plays an important role for solute transport. In this

Figure 2. Average BTC of the 10 channels versus the BTC from the regular-space-calibrated Dm for the
base case. (a) Plots on regular axes. (b) Plots on double-log axes.

Figure 3. Average BTC of the 10 channels versus the BTC from the log-space-calibrated Dm for the
base case. (a) Plots on regular axes. (b) Plots on double-log axes.
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study, we apply a particle-tracking method to capture the
intrachannel heterogeneity of the matrix diffusion coeffi-
cient. The particle-tracking method has been used in many
studies for different purposes [Tsang and Doughty, 2003;
Tsang and Tsang, 2001; Yamashita and Kimura, 1990]. On
the basis of the approach of Yamashita and Kimura [1990]
we incorporate the intrachannel heterogeneity of the matrix
diffusion coefficient into a particle-tracking framework to
solve tracer transport through a single fracture.
[24] Given the solution in equation (2), we can integrate

the mass flux F = cbv from t = 0 to tv, which yieldsZ
0

tv

F L; tð Þdt ¼ M0erfc
kffiffiffiffiffiffiffiffiffiffiffiffiffi

tv � tw
p

� �
ð7Þ

As tv goes to infinity, this integration converges to the total
released mass M0. The ratio F/M0 can be treated as the
probability density function of the contaminant traveltime,

and erfc
� kffiffiffiffiffiffiffiffiffiffiffiffiffi

tv � tw
p



is the cumulative distribution function

(CDF) for the contaminant traveltime. This is the starting
point of the particle-tracking method suggested by
Yamashita and Kimura [1990] to solve radionuclide
transport in fractured porous media. The basic idea of the
method is illustrated in Figure 4, where Figure 4a represents
a BTC at location x = L and Figure 4b represents the
corresponding CDF for the contaminant traveltime. In both
Figures 4a and 4b, contaminant traveltime is plotted on the
x axis. Assume that we divide the CDF of the traveltime
into 20 equal intervals as shown in Figure 4b (only part of
the CDF is shown because the curve gets very flat as it
approaches 1) and find the corresponding traveltime interval
Dtv (time length between two adjacent times of the CDF).
[25] The procedure of the particle-tracking method

includes the following steps.
[26] 1. Release a total number of N particles at x = 0.
[27] 2. For each particle, generate a random number R

from a uniform distribution in the interval [0, 1], and solve
for the particle traveltime tv from (see Figure 4b):

R ¼ erfc
kffiffiffiffiffiffiffiffiffiffiffiffiffi

tv � tw
p

� �
ð8Þ

Repeat step 2 for all N particles.

[28] 3. Determine the experiment end time tend (the
traveltime of the slowest particle to reach the effluent point).
Plot the histogram of particle arrival times.
[29] 4. Given that M particles arrive at x = L between

times t1 and t2, the average concentration at x = L at time t =
(t1 + t2)/2 is calculated as

c0 ¼
M

N

M0

bv t2 � t1ð Þ ð9Þ

The average concentration is calculated for each time
interval, resulting in the BTC at x = L.
[30] The procedure as outlined was developed for sys-

tems with constant Dm. We slightly modified the procedure
to consider intrachannel heterogeneity, where Dm is differ-
ent at different locations. We divide the flow path along the
fracture into small segments. The flow path encountered by
a particle consists of segments with varying matrix diffusion
coefficients, and each particle follows a separate flow path.
A local Dm (sampled from a distribution curve) is assigned
to each segment along the particle’s path. Then the trav-
eltime in this segment is calculated for each particle, and the
procedure is repeated for each segment. Finally, at the
observation point x = L, the traveltimes in all segments
are added for each particle, which is the traveltime for the
particle to travel from x = 0 to x = L, and the BTC can be
calculated for x = L. This modified particle tracking method
was chosen because it is conceptually easy to understand.
[31] A lognormal distribution is used to characterize the

intrachannel heterogeneity of the matrix diffusion coeffi-
cient. The statistics (e.g., the mean and the variance of
ln(Dm)) describing the base case intrachannel heterogeneity
are assumed to be the same as those used for describing the
base case interchannel heterogeneity. Note that in general
the variance of the intrachannel heterogeneity is expected to
be smaller than that of the interchannel heterogeneity, which
refers to a somewhat larger scale. The impact of the
variance on the estimated effective matrix diffusion coef-
ficients is examined through sensitivity analyses. A total of
50,000 particles is used in our modified particle-tracking
method. This number is considered sufficient to yield stable
output statistics, as is confirmed by Yamashita and Kimura
[1990], who did not observe significant differences when
using either 20,000 or 200,000 particles.

Figure 4. Illustration of the particle-tracking method. (a) BTC at x = L. (b) CDF of traveltime at x = L.
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[32] The length of a segment used in the calculation is
0.05 m. To test the sensitivity of the results to the discretiza-
tion of the flow path, a high-resolution simulation was
performed, in which the flow path of length L = 5 m was
subdivided into one million segments. The difference be-
tween the resulting estimates of the effective matrix diffu-
sion coefficient (2.99 � 10�9 m2/s versus 3.04 � 10�9 m2/s)
is considered insignificant.
[33] Figure 5 shows fitting plots at L = 5 m, i.e., the

simulated BTC of the heterogeneous system obtained using
the particle-tracking method, and the BTC for an equivalent
homogeneous system obtained using equation (2) and the
calibrated, effective matrix diffusion coefficient. Figure 5
gives the results for standard deviations of 0.598 (Figure 5,
left) and 1.5 (Figure 5, right) (corresponding to an arithmetic
mean for Dm of 2.04 � 10�9 m2/s and 5.26 � 10�9 m2/s),
leading to RMSEs of 0.485 and 0.497, respectively. The
generally good fit indicates that the heterogeneous system
behavior can be reasonably well represented by a homoge-
neous system with an appropriate effective diffusion param-
eter. The analysis was repeated by increasing the standard
deviations of ln(Dm) stepwise up to 4.0. Good matches were
obtained for standard deviations up to 2.0. For higher
standard deviations, equation (2) is no longer capable of
capturing the shape of the entire BTC from the heteroge-
neous system, leading to a minor mismatch (underpredic-
tion) at early times, which is compensated for in a least
squares sense by an overprediction of the peak concentration
value. Again, whether this mismatch is acceptable depends
on the application, e.g., whether arrival time or peak values
are of interest. The estimated effective matrix diffusion
coefficient can be used to estimate the tail of the BTC.
When the standard deviation is above 4.0, an obvious
mismatch is observed, and the estimated effective parameter
should not be used.
[34] The calibrated effective matrix diffusion coefficients

for standard deviations of 0.598 and 1.5 are listed in Table 1.
Similar to the interchannel heterogeneous cases with small
variances, the differences among the calibrated matrix
diffusion coefficients at different effluent points are not
sufficient to indicate scale dependence of the matrix diffu-
sion coefficient. This observation is independent of the
variance. Thus the intrachannel heterogeneity is not the
reason for the observed scale dependence of the effective
matrix diffusion coefficient.

[35] On the basis of our numerical experiments, when the
standard deviation of ln(Dm) is less than 4.0, the following
empirically determined formula can be used to estimate the
effective matrix diffusion coefficient in the presence of
lognormally distributed intrachannel heterogeneity:

D̂m ¼ exp mþ s2

4


 �
ð10Þ

where m and s are the mean and the standard deviation of
ln(Dm), respectively. Figure 6 shows that equation (10) can
be used to estimate the effective matrix diffusion coefficient
up to a standard deviation of s = 2 for all applications, and
up to s = 3 for applications where the minor mismatch at the
peak can be ignored. Recall that for higher standard devia-
tions, the use of an effective matrix diffusion coefficient is
questionable, because equation (2) is an unlikely model of
the heterogeneous system.
[36] The coefficient D̂m calculated using equation (10) is

very close to the effective matrix diffusion coefficient (Dm)
when s is less than 2 (e.g., when s = 2, D̂m = 4.62� 10�9 m2/s
versus Dm = 4.64 � 10�9 m2/s). Again, as we continue to
increase s, the difference between the calculated and the
calibrated values starts to increase. Figure 7 is an illustration
of three BTCs (at L= 5 m and for s = 3): the black dots are the
simulated data using the modified particle-tracking method,
the blue line is the BTC obtained by inserting the calibrated
effective matrix diffusion coefficient into equation (2), and
the red line is the BTC obtained using D̂m estimated by
equation (10). Neither the calibrated diffusion coefficient
nor that estimated by equation (10) give a perfect match to
the peak concentration from the heterogeneous system;
however, they both match the tail very well.
[37] As previously mentioned, Haggerty et al. [2004]

reported that the mass transfer coefficient in porous media

Figure 5. Simulated BTC using particle tracking versus the BTC from the calibrated effective matrix
diffusion coefficient: (left) s = 0.598 and (right) s = 1.5.

Table 1. Effective Matrix Diffusion Coefficient With Intrachannel

Heterogeneitya

Standard Deviation of ln (Dm) L = 5 m L = 50 m L = 500 m

0.598 1.86 � 10�9 1.83 � 10�9 1.87 � 10�9

1.5 2.99 � 10�9 2.96 � 10�9 2.99 � 10�9

aValues are in m2/s.
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decreases with test duration, but the trend is not obvious for
fractured media (see their Figure 1). Recall that their mass
transfer coefficient is conceptually similar to the effective
matrix diffusion coefficient used here. Zhou et al. [2005]
indicated that the test duration dependency is not evident
from the analysis of tracer tests conducted in fractured
rocks. In these intrachannel heterogeneity experiments with
the modified particle-tracking method, we also investigate
the relationship between test duration and effective matrix
diffusion coefficient for multirate diffusion processes by
varying the advection residence time tw for a flow channel
with a lognormal distribution of the matrix diffusion coef-
ficient at each location. In addition to the base case (with L =
50 m and s = 0.598, which results in a residence time of tw =
2.0 � 104 s), we run four cases with advection residence
times tw of 2.0 � 103 s, 2.0 � 105 s, 2.0 � 106 s, and 2.0 �
107 s, respectively. Tests using the same range of advective
velocities are done for L = 5 m and L = 500 m. The resulting
effective matrix diffusion coefficients are identical for dif-
ferent advection residence times (or test durations). The
results indicate that the multirate diffusion process from
pore-scale heterogeneity cannot explain the dependence of
the effective matrix diffusion coefficient on test duration, at
least not for fractured rock. This result is consistent with the
finding of Zhou et al. [2005]. A possible reason for the
dependence on test duration observed by Haggerty et al.
[2004] is that the mass transfer coefficient is overestimated
using first-order approximation during early periods of the
experiment, since at an early stage, the concentration gradi-
ent at the interface between the mobile and immobile zone is
much sharper than at later stages of the experiment.

5. Discussion and Conclusion

[38] In this paper, we have investigated how two types of
heterogeneity in diffusion properties affect solute transport,
namely, interchannel heterogeneity and intrachannel hetero-
geneity. Our first objective was to examine whether it is
appropriate to use a single effective matrix diffusion coef-
ficient, in combination with a standard solution model for
transport in a homogeneous medium, to predict BTCs in a

heterogeneous fractured formation. It appears that for both
types of heterogeneity we studied, the use of a homoge-
neous model with an effective matrix diffusion coefficient is
appropriate only if the variability is small, e.g., standard
deviation of ln(Dm) for interchannel heterogeneity smaller
than 0.3–0.6, and standard deviation of ln(Dm) for intra-
channel heterogeneity smaller than 2.0–4.0, assuming a
lognormal distribution of the underlying matrix diffusion
coefficient. The lower bound should be used for applica-
tions where the prediction of both peaks and tails is
important, and the upper bound could be used when the
tail is of primary interest. The application range of the
effective matrix diffusion coefficient for the interchannel
heterogeneity seems to be much smaller than that for intra-
channel heterogeneity. Fortunately, a property usually has
larger variability when it is averaged over a smaller geo-
logical area. For intrachannel heterogeneity, when the use of
an effective matrix diffusion coefficient is appropriate, it can
be estimated from equation (10), provided that the standard
deviation of the underlying matrix diffusion coefficient
distribution is known.
[39] The second objective of the study was to examine if

the observed scale dependence of the effective matrix
diffusion coefficient is caused by heterogeneity in diffusive
properties. For both types of heterogeneity, we compared
the single effective matrix diffusion coefficients at different
effluent points assuming a relatively small variance of
ln(Dm). The difference among the resulting values is small
and cannot be considered a consequence of the different
study scales. We conclude that the scale dependence is not
caused by interchannel or intrachannel heterogeneity in the
diffusion coefficient. However, it is possible that in some
tracer tests or field experiments, particles may not encounter
the entire spectrum of diffusion-relevant matrix properties.
In other words, the sampling of the local matrix diffusion
coefficient may not be complete, which results in a bias in
the actual distribution of the matrix diffusion coefficient.
The bias may result in an observed scale dependence.
[40] The third objective of the study was to examine

whether the multirate diffusion process actually results in
the observed time dependence of the effective matrix
diffusion coefficient. We compared the effective matrix

Figure 6. D̂m calculated using equation (10) versus
calibrated Dm using equation (2) for different standard
deviation s.

Figure 7. Comparison of simulated concentration using
particle tracking (PT, black dots), BTC obtained using Dm

(blue line), and BTC obtained using D̂m (red line).
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diffusion coefficients for different advection residence
times. Again, no significant difference was observed. The
results show that multidiffusion processes cannot cause the
test duration dependence of the effective matrix diffusion
coefficient.
[41] The BTC is affected by both advection through the

fracture and retardation caused by diffusion into the matrix.
The relative importance of advective and diffusive processes
depends on the timescale of interest, i.e., advection dominates
at early times, and diffusion dominates at late times. Also note
that while the base case advective velocity used in the analysis
is relatively large, the matrix diffusion coefficient and the
matrix porosity are also relatively large. Moreover, the
analysis was performed for a wide range of flow velocities,
leading to residence times between 2.0 � 103 s and 2.0 �
107 s, thus examining both advection- and diffusion-
dominated systems.
[42] The multichannel model was used to incorporate the

interchannel heterogeneity, and the particle-tracking method
was used to incorporate the intrachannel heterogeneity. The
impacts of these two types of heterogeneity have been
studied separately, even though they are unlikely to be
distinguished in the results of laboratory and field tracer
tests. The study still helps us to understand the role of
heterogeneity in matrix diffusion processes.
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